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Abstract

We transformed the generalized exponential power series to another
functional form suitable for further analysis. By applying the Cauchy-
Euler differential operator in the form of an exponential operator, the se-
ries became a sum of exponential differential operators acting on a simple
exponential (e−x). In the process we found new relations for the operator
and a new polynomial with some interesting properties. Another form of
the exponential power series became a nested sum of the new polynomial,
thus isolating the main variable to a different functional dependence. We
studied shortly the asymptotic behavior by using the dominant terms of
the transformed series. New series expressions were created for common
functions, like the trigonometric and exponential functions, in terms of
the polynomial. 1
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1 Introduction

1.1 General

Our study focuses on a generalization of the quadratic exponential power series

f(x, 2) =

∞∑
k=1

e−x·k
2

(1)

with x > 0, x ∈ R. This function is very steep in behavior while x is approaching
zero, diverging fast and it goes quickly to zero as x increases towards infinity. For
negative x values the series diverges. Our generalization will have a parameter
α

f(x, α) =

∞∑
k=1

e−x·k
α

(2)

The range of validity is x, α ∈ R, x > 0. By ratio test the generalized series

Figure 1: The generalized exponential series as a function of x with α as a
parameter, excluding the origin, where it is singular

converges absolutely when α > 0. Figure 1 indicates how the family of curves
saturates when α > 2.5. The limit comes out as

lim
α→∞

f(x, α) = e−x (3)
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The generalized exponential series has a complicated behavior when the ar-
gument x is varied over the complex plane. See the crude illustrations below
(Figures 2, 3, 4, 5), generated with National Instruments LabVIEW2016. The
origin is on the back plane lower corner center and the x axis is directed towards
the viewer. They show part of the behavior over first and fourth quadrants. We
observe that the real part is behaving as an even function referring to the x axis
but the imaginary part is odd. The scales are only approximate. Rest of the
illustrations are created with regular Excel spreadsheet graphics.

Figure 2: The real part of the generalized exponential series over the complex
plane with α=1

We are interested in studying the behavior within the ranges of x, α ∈ R. We
also study the asymptotic behavior at large x ∈ R. That is usually estimated
as

f(x, α)≈e−x, x > 1 (4)

being the first term of the series. We wish to test if this approximation is
superior to another estimate developed from the series. It is obvious that this
is the main term at very large values of the argument. The questions are, what
is the range of its validity and how good is our new approximation. In order to
enter those tasks we need to transform or break down the exponential series in
some manner.
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Figure 3: The imaginary part of the generalized exponential series over the
complex plane with α=1

1.2 Attempts

The exponential series effectively resists all common methods of summation to
transform it to another form better suitable for analysis. Literature offers very
little help in this respect. Jacobi theta functions are far relatives to this series.
However, they are generally treated in different ways. We can offer a few náıve
attempts in order to penetrate into the internals. We can display the series
term-wise and then collect them by taking a common factor at each step while
progressing towards infinity.

f(x, 2) = e−x + e−4x + e−9x + e−16x + e−25x + e−36x + ... (5)

= e−x(1 + e−3x(1 + e−5x(1 + ..))) (6)

Since with n = 0, 1, 2...

(n+ 1)2 =

n∑
j=0

(2j + 1) (7)
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Figure 4: The real part of the generalized exponential series over the complex
plane with α=2.8

we get

f(x, 2) =

∞∑
k=1

(e−xe−3xe−5xe−7x...e−(2k−1)x) (8)

On the other hand we can first expand the series and then recollect to get

f(x, 2) =

∞∑
k=1

[1− xk2(1− xk2

2
(1− xk2

3
(1− xk2

4
(1− xk2

5
(1− xk2

6
(...))))))]

(9)
We can also force a regular Taylor’s expansion to make it look like

f(x, 2) =

∞∑
k=1

[1 +

∞∑
n=1

(xk2 − 2n)(xk2)2n−1

(2n)!
] (10)

Unfortunately, these expressions do not seem to be helpful at this time.
The treatment of the subject starts in Chapter 2 by decomposing the original

exponential series to nested series. Chapter 3 proceeds by transforming the
series and a new polynomial is identified. It also offers recursion formulas and
the generating function for it. Chapter 4 handles the differential operator acting

6



Figure 5: The imaginary part of the generalized exponential series over the
complex plane with α=2.8

on an exponential function which is equivalent to our exponential series. We
handle there the eigenfunctions and eigenvalues of this operator. In Chapter 5
we study the asymptotic behavior of the series with the aid of the new results.
Appendix A displays the main properties of the Cauchy-Euler operator. In
Appendix B we study some properties of the new polynomial. Appendix C
treats shortly integration and differentiation properties of the series at hand.
Appendix D shows some results of generating new series expressions for some
common functions. Our presentation is made in a condensed way leaving out
all formal proofs.

2 Decomposition of the Series

2.1 Preliminaries

We use the notation below while processing the expressions

z(k) = α · ln(k) (11)
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and
kα = eα·ln(k) = ez (12)

Here x, α∈ R. The exponential nested structure needs to be broken down to
some other functional dependence to allow easier handling in analysis.

2.2 Exponential Series of an Exponential

We start by expanding the exponential function as a Taylor’s power series

f(x, α) =

∞∑
k=1

e−x·k
α

=

∞∑
k=1,n=0

(−x)n · enz

n!
(13)

We expand further the term enz as a power series getting

f(x, α) =

∞∑
k=1

∞∑
n=0

∞∑
m=0

(−x)nnmzm

m!n!
(14)

Then we swap the summations n,m to get

f(x, α) =

∞∑
k=1

∞∑
m=0

∞∑
n=0

(−x)nnmzm

m!n!
(15)

This is also equal to

f(x, α) =

∞∑
k=1

[e−x +

∞∑
m=1

zm

m!

∞∑
n=0

(−x)nnm

n!
] (16)

2.3 Using a Function Instead of a Sum

We define a function formed by the last nested sum as

S(x,m) =

∞∑
n=0

(−x)nnm

n!
(17)

By using the property in Appendix A. equation (80), we can express it as

S(x,m) = (x∂x)m
∞∑
n=0

(−x)n

n!
= (x∂x)me−x (18)

Then we can write our function as

f(x, α) =

∞∑
k=1

∞∑
m=0

zm

m!
S(x,m) (19)

and equivalently as follows

f(x, α) =

∞∑
k=1

∞∑
m=0

zm

m!
(x∂x)me−x (20)
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=

∞∑
k=1

K(x, z)e−x (21)

K(x, z) is a differential operator (recall that z(k) = α · ln(k))

K(x, z) =

∞∑
m=0

(zx∂x)m

m!
= ezx∂x (22)

3 Polynomials

3.1 Triangle

We can multiply the function S(x,m) in equation (18) by ex from the left and
mark it as Sm(x)

Sm(x) = exS(x,m) = ex(x∂x)me−x (23)

Thus the exponential functions disappear for every m and Sm(x) appears to be
a new kind of polynomial. In the following we study a little of its properties. It
is notable that Sm(x) and S(x,m) are independent of α. From equation (23) we
can solve for the first polynomials by direct differentiation. We get the triangle
below.

S0(x) = 1

S1(x) = −x

S2(x) = x2 − x

S3(x) = −x3 + 3x2 − x

S4(x) = x4 − 6x3 + 7x2 − x

S5(x) = −x5 + 10x4 − 25x3 + 15x2 − x

S6(x) = x6 − 15x5 + 65x4 − 90x3 + 31x2 − x

S7(x) = −x7 + 21x6 − 140x5 + 350x4 − 301x3 + 63x2 − x

S8(x) = x8 − 28x7 + 266x6 − 1050x5 + 1701x4 − 966x3 + 127x2 − x (24)

...

Figures 6, 7 and 8 illustrate the first few polynomials, the latter normalized
with m!. The polynomial coefficients resemble the Stirling’s numbers of second
kind but with a changing sign.
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Figure 6: Polynomials Sm(x)

3.2 Recursion Relations for the Polynomials

We can find a recursion relation for the coefficients of the powers bnj , (j row, n
power), by looking at the elements on the row immediately above in the triangle

(−1)n+jbnj x
n−j + (−1)n+j+1bnj+1x

n−j−1 + ... (25)

...(−1)n+j+1bn+1
j+1 x

n+1−j−1 + ... (26)

We get
bn+1
j+1 = (n− j)bnj + bnj+1 (27)

where we have the absolute value of the coefficient only. This recursion is
too clumsy for use in analysis. In the following we develop proper recursion
relations for the Sm(x). The simplest one follows directly from equation (23)
by multiplying it from the left with x∂x.

xS
′

n(x) = xSn(x) + Sn+1(x) (RR1) (28)

or
Sn+1(x) = x(S

′

n(x)− Sn(x)) (29)
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Figure 7: Normalized polynomials as Sm(x)
m!

3.3 Generating Function of the Polynomial

An important step is to find the generating function for the polynomial Sm(x).
By multiplying equation (23) from the left by e−x, we get

Sm(x)e−x = (x∂x)me−x (30)

Next we multiply both sides with tm

m! and sum the terms to obtain

∞∑
m=0

Sm(x)e−xtm

m!
=

∞∑
m=0

(x∂x)me−xtm

m!
= etx∂xe−x (31)

leading to the generating function

∞∑
m=0

Sm(x)e−xtm

m!
= e−xe

t

(GF ) (32)

We have used the Cauchy-Euler operator properties as expressed in Appendix
A.
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Figure 8: Normalized polynomials as Sm(x)
m! in log scale. Note that the logarith-

mic illustration has cut the negative values.

3.4 Making Symmetric the Generating Function

It turns out that we can make symmetric the generating function (GF) by
changing the variable t to y as

t = ln(y + 1) (33)

we are able to write down the generating function in the following form

e−xy =

∞∑
m=0

Sm(x)(ln(y + 1))m

m!
(34)

The symmetry is equal to the fact that on the left side we can swap y 
 x.
Therefore, we can do the same swapping on the right side without changing the
value of the expression. This is a rare symmetry property. In general, a function

f(xy) = g(x, y) (35)

can be partially differentiated to obtain

x∂xg(x, y) = y∂yg(x, y) (36)
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thus containing the Cauchy-Euler differential operator.

3.5 Further Recursion Relations

By defining

Sm(x) =

m∑
j=1

cmj x
m−j+1 (37)

we get by using the equation (29)

cmj = cm−1j−1 (m− j + 1)− cm−1j (38)

The values below work as boundaries

cmm = −1 (39)

cm1 = (−1)m (40)

cmj = 0, j > m, j < 1 (41)

Even this recursion relation in unsatisfactory. We will obtain a pair of good
recursion relations by differentiating the (GF) equation (32) with ∂x and ∂t
separately.

− xet
∞∑
m=0

Sm(x)e−xtm

m!
=

∞∑
m=0

Sm+1(x)e−xtm

m!
(42)

− et
∞∑
m=0

Sm(x)e−xtm

m!
=

∞∑
m=0

(S
′

m(x)− Sm(x))e−xtm

m!
(43)

Comparison of the powers of t brings out

j∑
n=0

Sj−n(x)

(j − n)!n!
=
Sj(x)− S′j(x)

j!
(RR2) (44)

and

− x
j∑

n=0

Sj−n(x)

(j − n)!n!
=
Sj+1(x)

j!
(RR3) (45)

The latter recursion is useful for generation of the polynomials.

3.6 Explicit Form of the Polynomial

By looking at the recursion relations obtained, we recognize that the Stirling

number of the second kind Ŝ
[m]
n is reminiscent to our polynomial coefficients. It

has a closed-form expression as follows, ([1], [2])

Ŝ[m]
n =

1

m!

m∑
i=0

(−1)m−i(mi )in (46)
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and a recursion formula

Ŝ
[m]
n+1 = mŜ[m]

n + Ŝ[m−1]
n (47)

It follows that we are able to express our polynomial in terms of it

Sm(x) =

m−1∑
j=0

(−x)m−jŜ[m−j]
m (48)

Thus we get an explicit form

Sm(x) =

m−1∑
j=0

(−x)m−j
1

(m− j)!

m−j∑
i=0

(−1)m−j−i(m−ji )im (49)

shortening to the final expression for the polynomial

Sm(x) =

m−1∑
j=0

xm−j
m−j∑
i=0

(−1)iim

i!(m− j − i)!
,m = 1, 2, 3.. (50)

S0(x) = 1 (51)

4 Operator Expressions

4.1 The Differential Operator

To collect our results thus far, we obtain (recalling that z = z(k)) and by using
equation (22)

f(x, α) =

∞∑
k=1

ezx∂xe−x (52)

=

∞∑
k=1

eαln(k)x∂xe−x (53)

=

∞∑
k=1

1

k−αx∂x
e−x (54)

= ζ(−αx∂x)e−x (55)

ζ(x) is formally the Riemann zeta function, now becoming a differential oper-
ator. Since the expansion can be made inside the k-summation (13), we have
finally everything collected to our transformed series

f(x, α) =

∞∑
k=1

e−xk
α

=

∞∑
k=1

kαx∂xe−x = e−x
∞∑
k=1

∞∑
m=0

(αln(k))m

m!
Sm(x) (56)
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Thus we have managed to move the x-dependence to the polynomial and also
the α-dependence is isolated from that. On the other hand, we can apply the
(GF) to the inner sum to write down

e−x
∞∑
k=1

∞∑
m=0

(αln(k))m

m!
Sm(x) = e−x

∞∑
k=1

e−xe
αln(k)+x (57)

This becomes immediately an identity as expected. This once more proves
that the generating function is the essential core for our generalized exponential
series.

4.2 Eigenvalues and Eigenfunctions of the Differential Op-
erator

The eigenfunctions and eigenvalues of the operator in (55) are determined as
follows.

ζ(−αx∂x)φ(x) =

∞∑
k=1

φ(xeαln(k)) =

∞∑
k=1

φ(xkα) (58)

As a trial function we set, with β> 0, a constant. Re(αβ) > 1

ζ(−αx∂x)
1

xβ
=

1

xβ

∞∑
k=1

k−αβ =
ζ(αβ)

xβ
(59)

This is convergent if Re(αβ) > 1 and we have the essential result of a continuum
of eigenvalues and eigenfunctions for the ζ() operator. The N eigenvalues are
thus ζ(αβ) and eigenfunctions are 1

xβ
.

If φ(x) can be expanded as a kind of a Laurent series with negative powers
only, we have, with φj constant coefficients of the expansion

φ(x) =

N∑
j=1

φj
xj

(60)

and therefore, by (59)

ζ(−αx∂x)φ(x) =

N∑
j=1

φjζ(αj)

xj
(61)

5 Asymptotic Behavior

5.1 Large Argument Estimate

We can apply some of the results obtained to estimate the asymptotic behavior
of the exponential series equation (2) when the argument x approaches large
values. We can look at the polynomial triangle equation (24) along diagonals,
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both slanted to the left and to the right, Figure 9. We mark the right-slanted
diagonals as Ln and left-slanted diagonals as Kn. The first two can be identified
as closed-form expressions but the diagonals following them will have very com-
plicated expressions. Equation (50) can be used directly as well if more terms
are required. The terms are, while m is referring to the power of the polynomial,
the in first right-slanted diagonal

L1(m) = (−1)mxm, m = 0, 1, 2, 3... (62)

and in the second one

L2(m) = (−1)m+1xm−1m(m− 1)
1

2
, m = 2, 3... (63)

The higher coefficients are likely too complicated to be evaluated just by looking
at the triangle. The general coefficients can be obtained from equation (50) with
j = n− 1

Ln(m) =

m−n+1∑
i=0

(−1)iimxm−n+1

i!(m− n+ 1− i)!
(64)

Figure 9: Definitions of the diagonals, left and right slanted, for the polynomial
triangle
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The largest terms are those with the highest powers and we pick up L1 and
L2 terms for the Sm(x). The exponential series will become

f(x, α) =

∞∑
k=1

e−xk
α

=

∞∑
k=1

∞∑
m=0

(αln(k))m

m!
Sm(x)e−x (65)

≈ e−x
∞∑
k=1

[

∞∑
m=0

(αln(k))m(−x)m

m!
− 1

x

∞∑
m=2

(−αxln(k))mm(m− 1)

2(m!)
] (66)

Instantly we recognize the familiar Riemann zeta function and get

f(x, α) ≈ e−xζ(xα)− e−xx

2
ζ
′′
(xα), x >> 0 (67)

The range of validity can be estimated below with a graph. The traditional
estimate has been the first term only

f(x, α)≈e−x (68)

We compare this to the actual function and to the estimate (67) in the following
Figures 10 and 11.

Figure 10: Asymptotic behavior of the exp(-x) estimate and our approximation
of two terms, with α=1.6, for large argument values, linear scale
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Figure 11: Asymptotic behavior of the exp(-x) estimate and our approximation
of two terms, with α=1.6, for large argument values, logarithmic vertical scale

The graphs show that for large values of x > 1 the simple exponential
estimate still gives a better accuracy than our asymptotic model with two biggest
terms. We would need more terms for the approximation to possibly beat the
simple exponential function. However, that is not justified since the new terms
will increase complexity too much.
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5.2 Asymptotic Behavior Near Zero

To select the lowest powers in x we pick up the left-slanted diagonals Kn(m)
(see Figure 9)

K0(m) = −x, m = 1, 2... (69)

K1(m) = (2m−1 − 1)x2, m = 2, 3... (70)

Again, higher terms become awkward to evaluate by guessing from the triangle
and the general expression is

Kn(m) =

n+1∑
i=0

(−1)iimxm+1

i!(n+ 1− i)!
(71)

Thus

K2(m) = (2m − 1− 3m−1)
x3

2!
, m = 3, 4... (72)

K3(m) = (3 · 2m−1 − 1− 3m + 4m−1)
x4

3!
, m = 4, 5... (73)

Kn(m) refers always to the same power m of x. In order to estimate the behavior
when x approaches zero, we may take the terms K0 and K1 to our expressions
since they are with the lowest powers. This case is much more complicated than
the preceding one as the series will always start to diverge while approaching
the limit. The question is only, how does it do it? The exponential series is

f(x, α) =

∞∑
k=1

e−xk
α

= e−x
∞∑
k=1

∞∑
m=0

(αln(k))m

m!
Sm(x) (74)

≈ e−x(

∞∑
k=1

1 +
x2

2
+ x− (x2 + x)kα +

x2k2α

2
) (75)

The sum will diverge rapidly while x approaches zero. The main term is the
unity and the other terms will be big too but of opposite signs. At this end
of the range, we have much more trouble in obtaining a simple approximating
function for the generalized exponential function. Since this approach fails, the
analysis must be carried out in another way to obtain an asymptotic function
near zero.

We are able to investigate the behavior at small x in the case of α = 1 since
we can solve the simple series as follows

∞∑
k=1

e−kx =
e−x

1− e−x
(76)

Taking the limit of x approaching zero shows that the result is a simple pole.
We are not with the liberty of claiming that this would be valid for other values
of α.
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6 Conclusions

The exponential series and its generalized version having a power of the index
α, appeared to be a hard nut to be opened. Our aim was to transform the
generalized exponential series, to a form with a simpler functional dependence
of the parameter x.

We first decomposed the series by making it a series of nested exponents
and restructured it into nested series instead. We recognized the new form by
applying an exponential Cauchy-Euler differential operator. This allowed fur-
ther transformation of the innermost power series to become a polynomial. This
could, on the other hand, be understood as a series of powers of a differential
operator acting on an exponential function. This series was formally identified
as the Riemann zeta function with an argument −αx∂x, simplifying presenta-
tion. The original series was converted into a nested series of polynomials in x,
allowing a simplification for further analysis.

While developing the transformation, we found a new polynomial with in-
teresting properties. Those are expressed in the Appendices and some results
are also in the main text. The recursion relations for the polynomial were
solved, equations (28), (44) and (45). With the aid of them, we presented a
self-contained expression for the polynomial, equation (50) which can be used
for further analysis of the generalized exponential series. The polynomial can
be simply solved by hand with the aid of a triangle as in equations (23), (24)
and (27).

The generating function for the polynomial is a central tool for unwrapping
the properties of the polynomial, equation (32). It is based on the first recursion
relation (28). Some new series expressions for the common exponential function
and for the two basic trigonometric functions are in Appendix D. They were
derived with the aid of the generating function. We made a change of variable
to the generating function forcing it to become symmetric with respect to the
two parameters, equation (34). This is a series of two multiplying functions
where the two parameters are separated and can be swapped on both sides.
This led to some new interesting series expressions shown in Appendix D.

One of our motives was to better understand the asymptotic behavior at
large variable values and also near zero. We tested whether the transformed
series can offer a satisfactory approximation. It appeared that for large x by
using a few dominant terms of the new series, it fails to give a better asymp-
totic estimate than the traditional single-term approximation (= e−x). While
approaching zero from the positive side, there seems not to be any available
approximation from our analysis. More work is required in this field.
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A Appendix. Properties of the Exponential Cauchy-
Euler Operator

Assuming x ∈ R, we present some useful features of the Cauchy-Euler differ-
ential operator. It is applied to functions whose derivatives exist and we also
assume that the functions can be expanded as a Taylor’s power series (or any
other power series with positive integer powers). The operator appears to have
interesting properties displayed here, most of which are believed to be new. Here
∂x represents the partial derivative operator. The results are valid for analytic
functions over the complex plane as well.

A.1 Basic Operations

We begin by presenting progressively increasing complexity for the operator.
These are proven by differentiation and are well known.

(x∂x)x = x (77)

(x∂x)mx = x (78)

(x∂x)xn = n · xn (79)

Therefore we obtain
(x∂x)mxn = nm · xn (80)

For the general case, m ∈ N , nm is the eigenvalue and xn is the eigenfunction,
n ∈ R,n 6= 0.

The partial derivative and Cauchy-Euler operator have commutators which
are useful in handling the Cauchy-Euler operator in more complex cases.

[x, ∂x] = −1 (81)

[x∂x, ∂xx] = 0 (82)

We apply the m’th power operator to a more challenging function and get after
expanding the exponential function to a Taylor’s power series

(x∂x)me−x =

∞∑
n=0

(−x)nnm

n!
(83)
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We wish to expand the exponential Cauchy-Euler differential operator and define
it by its power series. That leads to

eβx∂xxj =

∞∑
n=0

βn(x∂x)n

n!
xj =

∞∑
n=0

βnjnxj

n!
(84)

= eβjxj = (eβx)j (85)

Here we have taken into use a parameter β∈C.

A.2 Subjected to a General Function

Without losing generality, we assume the function A(x) has a Taylor’s series
around the origin. Thus, by using the results above, we can write down a very
useful general expression

eβx∂xA(x) = eβx∂x
∞∑
n=0

anx
n

n!
=

∞∑
n=0

ane
βx∂xxn

n!

=

∞∑
n=0

an(eβx)n

n!
= A(xeβ) (86)

We have as simple examples of application

cos(βx∂x)A(x) =
1

2
[A(xeiβ) +A(xe−iβ)] (87)

sin(βx∂x)A(x) =
1

2i
[A(xeiβ)−A(xe−iβ)] (88)

In particular we have

eβx∂xe−ηx = e−ηxe
β

(89)

The equation (86) will be useful while transforming the generalized exponential
series. It may also find use in other fields, like in solving the Cauchy problem
and in transforming or linearizing differential equations.

The inverse of the exponential Cauchy-Euler operator can be found as

e−αx∂x(eαx∂xA(x)) = A(x) (90)

or
e−αx∂x(eαx∂x) = I (91)

which is expected.
For comparison, we write below the known results of the ordinary exponen-

tial differential operator. a is a constant.

ea∂xxn = (x+ a)n (92)

ea∂xA(x) = A(x+ a) (93)
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A.3 Subjected to a Polynomial by a General Operator
Function

If a function φ(x) can be expanded as a finite or infinite power series around
origin

φ(x) =

M∑
n=0

xnfn (94)

with fn constant coefficients, we may be able to have an expression with an
operator function having as well a basic finite or infinite polynomial expansion,
with bj constants and no x dependence.

b(u) =

L∑
j=0

ujbj (95)

as follows

b(βx∂x)φ(x) =

M∑
n=0

xnfnb(βn) (96)

A.4 Subjected to an Arbitrary Function by a General Op-
erator Function

If we can define an operator function B(x) as a regular Taylor’s series with bn
as constant coefficients, we may express it as

B(u) =

∞∑
n=0

unbn (97)

This operator can now be applied to the function A(x) (having a series expansion
as above) with a result as follows

B(eβx∂x)A(x) =

∞∑
n=0

bnA(xenβ) (98)

B Appendix. Properties of the New Polynomial

B.1 Function with the Exponential Factor

We have as the starting point for the function containing the exponential factor,

S(x,m) = (x∂x)me−x (99)

we can prove by integration ∫ ∞
0

dxS(x, 0) = 1 (100)
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∫ ∞
0

dxS(x, 1) = −1 (101)∫ ∞
0

dxS(x, 2) = 1 (102)

or in general ∫ ∞
0

dxS(x,m) = (−1)m (103)

B.2 Polynomial Identities

By using the earlier summation formula (131), we get after differentiating this
by ∂x

∞∑
m=0

S
′

m(x)

m!
= −(e− 1)e−x(e−1) (104)

We can apply the recursion relation (RR1) to this and get

∞∑
m=0

(Sm+1(x) + exSm(x))

m!
= 0 (105)

This is equal to
∞∑
m=0

Sm+1(x)

m!
= −exe−x(e−1) (106)

By differentiating the equation (105) and by using the (RR1) again we get

∞∑
m=0

((1 + e)Sm+1(x) + (1 + x)eSm(x) + 1
xSm+2(x))

m!
= 0 (107)

We can place equation (105) into this to get

∞∑
m=0

(eSm+1(x) + eSm(x) + 1
xSm+2(x))

m!
= 0 (108)

Placing it again will produce the following

∞∑
m=0

((1− ex)Sm(x) + 1
exSm+2(x))

m!
= 0 (109)

We can continue this kind of processing to get

∞∑
m=0

Sm+3(x)

m!
= ex(3ex− 1− e2x2)

∞∑
m=0

Sm(x)

m!
(110)

= ex(3ex− 1− e2x2)e−x(e−1)
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By differentiating with ∂t the generating function (32), we obtain after setting
t = 1

∞∑
m=0

Sm+2(x)

m!
= (−xe+ x2e2)e−x(e−1) (111)

Obviously, there is no end to generating new equations in this way.
The last sum below is rather trivial.

m−1∑
j=0

(−1)j+1(Sj + Sj+1) = −1 + (−1)mSm (112)

B.3 Polynomial Integrated

Partial integration will give a useful result∫
dxe−xSm(x) = (−1)m[xe−x

m−1∑
j=0

(−1)j+1Sj(x)− e−x] (113)

and (RR1) gives∫
dxe−xSm+1(x) = xe−xSm(x)−

∫
dxe−xSm(x) (114)

B.4 Polynomial Differentiated

We can subject the polynomial to various Cauchy-Euler operator functions. The
simplest one is

x∂x(e−xSm(x)) = e−xSm+1(x) (115)

Repeating this will produce an important relation

(x∂x)j(e−xSm(x)) = e−xSm+j(x) (116)

We can extend this thinking to an exponential function

e−βx∂x(e−xSm(x)) =

∞∑
j=0

(−β)j(x∂x)je−xSm(x)

j!

=

∞∑
j=0

(−β)je−xSm+j(x)

j!
≡ e−xe

−β
Sm(xe−β) (117)

The last property is achieved by the basic property of the Cauchy-Euler operator
in exponential form as presented in Appendix A. We can subject the (RR1) to
e−x and x∂x to get

(x∂x)(e−xS
′

m(x)) = e−x(1− 1

x
)Sm+1(x) +

e−x

x
Sm+2(x) (118)
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C Appendix. Integration and Differentiation Re-
sults

C.1 Operator Inside Integral

In this section we present some results achieved by integration of various expres-
sions. We may integrate the formal ζ function operator expression subjected to
some integrable function g(x)∫ ∞

0

ζ(−βx∂x)g(x)dx =

∞∑
k=1

∫ ∞
0

kβx∂xg(x)dx (119)

=
∞∑
k=1

∫ ∞
0

g(xkβ)dx (120)

=

∞∑
k=1

∫∞
0
g(u)du

kβ
= ζ(β)

∫ ∞
0

g(u)du (121)

This result can be compared with the Müntz formula for the ζ(s) function

ζ(s)

∫ ∞
0

ys−1F (y)dy =

∫ ∞
0

xs−1
∞∑
n=1

F (nx)dx (122)

C.2 Operator from the Outside

Next we have an operator affecting the integral from the outside, getting

ζ(−βx∂x)

∫ ∞
0

g(x, y)h(y)dy =

∞∑
k=1

∫ ∞
0

h(y)g(xkβ , y)dy (123)

An example follows in the same spirit as above

ζ(−βx∂x)

∫ ∞
0

yx−1F (y)dy =

∞∑
k=1

1

kβ

∫ ∞
0

F (u
1

kβ )ux−1du (124)

C.3 Integrating the Series

We can integrate our exponential series f(x, α) with an interesting result∫ x

0

f(x, α)dx =

∫ x

0

∞∑
k=1

e−tk
α

dt = ζ(α)−
∞∑
k=1

e−xk
α

kα
(125)

We can do it in another way by integrating the factorial series∫ x

0

f(x, α)dx = e−x[−ζ(α) + x

∞∑
k=1

∞∑
m=1

(−αln(k))m

m!

m−1∑
j=1

(−1)j+1Sj ] + ζ(α)

(126)
which are naturally the same.
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C.4 Integral Operator

We have the integral operator subjected to the power of x

(β

∫
dx

x
)mxn =

βmxn

nm
+ C (127)

Integration in the following expression and use of the recursion relation (RR1)
will give ∫

dx
e−xSm+1(x)

x
= e−xSm(x) + C (128)

More properties of the polynomial are found in Appendix B.

C.5 Series Differentiated

By differentiating the equation (19) we get

∂xf(x, α) =
e−x

x

∞∑
k=1,m=0

(αln(k))mSm+1(x)

m!
(129)

and again

∂2xf(x, α) =
e−x

x2

∞∑
k=1,m=0

(αln(k))m∆Sm+1(x)

m!
(130)

D Appendix. Other Series Expressions

D.1 The Exponential Function

The generating function (32) allows solving of a summation formula for the
polynomial itself simply by evaluating it at t = 1

e−x(e−1) =

∞∑
m=0

Sm(x)

m!
(131)

This proves that the infinite sum of the normed polynomial will always converge
for a finite x ∈ R.

Since we have a new polynomial at hand, we may be able to apply it to get
new expressions for common functions. By evaluating the generating function
(32) at t = ±iπ2 or et = ±i we have

e∓xi = e−x
∞∑
m=0

(π2 )mSm(x)(±i)m

m!
(132)

or

ex(1∓i) =

∞∑
m=0

(π2 )mSm(x)(±i)m

m!
(133)

This is a new expression for the exponential function, valid for finite x.
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D.2 The Sine Function

The result above will give rise to other series expressions, for instance

sin(x) =
e−x

2i

∞∑
m=0

Sm(x)(π2 )m[(−i)m − (i)m]

m!

= −e−x
∞∑
j=0

S2j+1(x)(π2 )2j+1(−1)j

(2j + 1)!
(134)

We have illustrated approximation of the function in terms of one and two first
terms in Figure 12 below.

D.3 The Cosine Function

Similarly we can develop equation (133) to

cos(x) =
e−x

2

∞∑
m=0

Sm(x)(π2 )m[(−i)m + (i)m]

m!

= e−x
∞∑
j=0

S2j(x)(π2 )2j(−1)j

(2j)!
(135)

In these two results above, we have replaced the index with a more suitable one.
These series are new representations for the basic trigonometric functions. The
range of validity is x ∈[0, π2 ) which is sufficient for full representation of both
functions. The Figure 12 shows the approximation with one and two first terms
of the new series.

Figure 12: sin(x) and cos(x) approximations with one and two terms compared
to accurate functions
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D.4 A Double Sum Identity

By setting α = 1 in equation (56) and knowing the result of the simple sum, we
obtain a double sum identity

1

1− e−x
=

∞∑
k=1

∞∑
m=0

(ln(k))mSm(x)

m!
(136)

By using the generating function relation (GF) we get

1

1− e−x
= ex

∞∑
k=1

e−xe
ln(k)

= ex
∞∑
k=1

e−xk (137)

which becomes a known identity used before.

D.5 Applying the Symmetric Generating Function

Let’s look at the symmetric generating function (34) by setting y = 1

e−x =

∞∑
m=0

Sm(x)(ln(2))m

m!
(138)

or x = 1 and changing the variable name to x

e−x =

∞∑
m=0

Sm(1)(ln(x+ 1))m

m!
(139)

We can readily apply the relation (138) by assuming it is valid for a complex-
valued z, at least in the first and fourth quadrants.

sin(z) =
1

2i

∞∑
m=0

(Sm(−iz)− Sm(iz))

m!
(140)

cos(z) =
1

2

∞∑
m=0

(Sm(−iz) + Sm(iz))

m!
(141)

These can be repeated yet in another form in terms of the equation (139). These
series differ from the usual real-valued series expressions for the trigonometric
functions as they consist of both real and imaginary terms due to the polyno-
mials. The imaginary terms cancel each other when all terms are accumulated.
While adding terms one by one, the accurate point is approached along a curve
which runs through various complex values before finally hitting the accurate
real value.

Returning to the symmetric generating function (34) by setting y = x we
have the interesting equation for the Gaussian

e−x
2

=

∞∑
m=0

Sm(x)(ln(x+ 1))m

m!
(142)
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This is shown in graphical form in Figure 13 below. The convergence is not too
strong. However, when seen on a wider scale (not shown), we can notice that
the approximating curves approach closer and closer the correct exponential
function when the number of terms is increased. Even the first term alone after
the unity

e−x
2

≈ 1− xln(x+ 1) (143)

gives a fair accuracy while 0 < x < 1. Negative values are limited to −1 < x but
accuracy is not as good on that side. We show the traditional Taylor’s expansion
approximation with two terms as well. We can see that our new approximation
is much better in accuracy in this range.

Figure 13: Approximation with a varying number of terms compared to the
Gaussian and the Taylor’s series with two terms
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